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Abstract

Consider a real vector space V and a finite group G acting unitary

on V . We study the general problem of constructing a stable embed-

ding, whose domain is the quotient of the vector space modulo the

group action, and whose target space is an Euclidean space. First, we

construct an embedding Ψ, which is well defined and injective in the

quotient vector space. Then, we show that for the map Ψ injectivity

implies stability. The embedding scheme we introduce is based on

taking a fixed subset out of sorted orbit ↓ 〈Ugwi, x〉g∈G, where wi are

appropriate vectors.

1 Introduction

Machine learning techniques have impressive results when we feed them with
large sets of data. In some cases, our training set can be small but we
know that there are some underlying symmetries in the data structure. For
example, in graph theory problems each graph is being represented as an
adjacent matrix of the labeled nodes of the graph; any relabeling of the nodes
shouldn’t change the output of our classification or regression algorithm.
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A possible solution for this problem is to increase our training set by
adding, for each data point of the set, the whole orbit generated by the
group action. One problem that arises is that it is computationally costly to
find such highly symmetric function.

Another solution is to embed our data into an Euclidean space R
m with

a symmetry-invariant embedding Ψ and then use R
m as our feature space.

It is not enough for our embedding to be symmetric invariant, it should also
separate data orbits. Finally, we require certain stability conditions so that
small perturbations don’t affect our predictions. This problem is an instance
of invariant machine learning [19, 15, 3, 11, 8, 16, 22, 10, 12, 17].

The most common group action in invariant machine learning are permu-
tations [21, 9, 7] reflections [18] and translations [14]. Also, there are very
interesting results in the case of equivariant embeddings [20, 16].

Our work is influenced by [11] where it is shown that m ≈ 2d separating
invariants are enough for an orbit-separating embedding, and by [9, 19] where
the max filter is introduced. We work with a generalization of the max filter :
instead of choosing the maximum element of the orbit we choose other subsets
of orbit. The problem of finding permutation invariant embeddings seems to
be closely connected to the phase retrieval problem where there already are
a lot of important results [5, 6, 2, 1, 4, 13].

In the second chapter we construct an injective embedding for the case
of a finite subset of a vector space V . In the third chapter we propose
two different embedding schemes for a d-dimensional vector space V . In
forth chapter we prove that for the proposed embeddings, injectivity implies
stability and that a linear projection into a target space of dimension 2d
preserves injectivity. Finally in fifth we establish some results for specific
group actions.

1.1 Notation

Let (V , 〈·, ·〉) be a d-dimensional real vector space, where d ≥ 2. Assume
(G, ·) is a finite group of order |G| = N acting unitarily on V . For every

g ∈ G, we denote by Ugx the group action on vector x ∈ V . Let V̂ = V / ∼
denote the quotient space with respect to the action of group G. We denote
by [x] the orbit of vector x, i.e. [x] = {Ugx : g ∈ G}. Consider now the

natural metric, d : V̂ × V̂ → R,

d([x], [y]) = min
h1,h2∈G

‖Uh1
x− Uh2

y‖ = min
g∈G

‖x− Ugy‖. (1)
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Our goal is to construct a bi-Lipschitz Euclidean embedding of the metric
space (V̂ ,d) into an Euclidean space R

m.
Specifically, we want to construct a function Ψ : V → R

m such that

1. Ψ(Ugx) = Ψ(x), ∀x ∈ V , ∀g ∈ G,

2. If x, y ∈ V are such that Ψ(x) = Ψ(y), then there exist g ∈ G such
that y = Ugx,

3. There are 0 < a < b < ∞ such that for any x, y ∈ V

ad([x], [y])2 ≤ ‖Ψ(x) − Ψ(y)‖2 ≤ b(d([x], [y]))2.

The invariance property (1) lifts Ψ to a map Ψ̂ acting on the quotient

space V̂ = V / ∼, where x ∼ y if and only if y = Ugx for some g ∈ G:

Ψ̂ : V̂ → R
m, Ψ̂([x]) = Ψ(x), ∀[x] ∈ V̂ .

If a G-invariant map Ψ satisfies property (2) we say that Ψ separates the
G-orbits in R

d.
Our construction for the embedding Ψ is based on a non-linear sorting

map.

Notation 1.1. Let ↓ : Rr → R
r be the operator that takes as input a vector

in R
r and returns a monotonically decreasing sorted vector of same length r

that has same entries as the input vector.

For a number p ∈ N, fix a p-tuple of vectors w = (w1, . . . , wp) ∈ V p. For
any i ∈ [p] and j ∈ [N ] we define the operator Φwi,j : V → R so that Φwi,j(x)
is the j-th coordinate of vector ↓ 〈Ugwi, x〉g∈G. Now fix a set S ⊂ [N ] × [p]
such that |S| = m, and for i ∈ [p], set Si = {k ∈ [N ] : (k, i) ∈ S} (the
ith column of S). Denote by mi the cardinal of the set Si, mi = |Si|. Thus
m =

∑p
i=1 mi.

Notation 1.2. The coorbit embedding Φw,S associated to windows w ∈ V p

and index set S ⊂ [N ] × [p] is given by the map

Φw,S : V → R
m , Φw,S(x) = [{Φw1,j(x)}j∈S1

, . . . , {Φwp,j(x)}j∈Sp
] ∈ R

m. (2)

Let ℓ : Rm → R
q be a linear transformation.
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Notation 1.3. The embedding Ψw,S,ℓ associated to windows w ∈ V p, index
set S ⊂ [N ] × [p] and linear map ℓ : Rm → R

q is given by the map

Ψw,S,ℓ = ℓ ◦ Φw,S : V → R
q , Ψw,S,ℓ(x) = ℓ(Φw,S(x)) (3)

obtained by composition of ℓ with the coorbit embedding Φw,S.

In this paper we focus on stability properties of maps Φ
w,S and Ψ

w,S,ℓ.
Informally, our main two results Theorem 2.1 and Theorem 3.1 state that:

(1) "injectivity" implies "(bi-Lipschitz) stability", and (2) stable bi-Lipschitz
embedding can be achieved in an Euclidean space twice the dimension of the
input data space.

For the rest of the paper we shall use interchangeably Φi,j instead of Φwi,j .
We also overload the notation and use the same letter to denote maps Φ

w,S

and Ψ
w,S,ℓ either defined on V or V̂ .

2 Stability of Embedding

Suppose that for w = (w1, . . . , wp) ∈ V
p and S ⊂ [N ] × [p] the map Φ

w,S is
injective. In this case, we claim the map Φ

w,S is also bi-Lipschitz. We state
this claim in the next Theorem 2.1.

Theorem 2.1. Let G be a finite subgroup of O(d). For fixed w ∈ V p and
S ⊂ [N ] × [p], where |S| = m, suppose that the map Φw,S : V → R

m, is

injective on the quotient space V̂ = V /G. Then, there exist 0 < a ≤ b < ∞
such that for all (x, y) ∈ V , where x ≁ y

ad([x], [y]) ≤ ‖Φw,S(x) − Φw,S(y)‖2 ≤ bd([x], [y]).

A corollary of Theorem 2.1 is that for max filter bank introduced in [9],
injectivity implies stability:

Corollary 2.2. Let a finite group G acting unitarily on a vector space V .
If the max filter bank Φw,Smax

: V̂ → R
m is injective then Φw,Smax

is also
bi-Lipschitz, where Φw,Smax

is the embedding associated to w ∈ V p and set
Smax = {(1, k) , k ∈ [p]}.

In the next two subsections, we prove Theorem 2.1.
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2.1 Upper Lipschitz bound

The upper bound can be obtained easily.

Lemma 2.3. Consider G be a finite group of size N acting unitarily on V .
Let w ∈ V p and S ⊂ [N ] × [p]. Let also,

B = max
σ1,...,σp⊂G
|σi|=mi,∀i

λmax




p∑

i=1

∑

g∈σi

Ugwiw
T
i U

T
g




where Si = {j ∈ [N ], (i, j) ∈ S} and mi = |Si|. Then Φ
w,S : (V̂ ,d) → R

m is
Lipschitz with constant upper bounded by

√
B.

Proof. For fixed x, y ∈ V , i ∈ [p], j ∈ Si, let ψi,j : R → R, where

ψi,j(t) = Φi,j((1 − t)x+ ty) = 〈(1 − t)x+ ty, Ugt
wi〉.

By Lebesgue differentiation theorem we have that ψi,j is differentiable
almost everywhere, consequently Φi,j is also differentiable almost everywhere.
Notice that

ψ′
i,j(t) = 〈y − x, Ugt

wi〉
for almost every t ∈ R. Specifically for almost every t ∈ R such that exists
ǫ > 0 such that gt−ǫ,t+ǫ is the same group element.

From fundamental theorem of calculus we get

Φi,j(x) − Φi,j(y) =
∫ 1

0

d

dt
Φi,j((1 − t)x+ ty)dt.

Therefore,

Φi,j(y) − Φi,j(x) =
∫ 1

0
(〈y − x, Ugjt

wi〉dt
so

‖↓{Φi,j(x)}j∈Si
−↓{Φi,j(y)}j∈Si

‖ ≤
∫ 1

0
(
∑

j∈Si

〈y − x, Ugjt
wi〉2)1/2dt ≤

√
Bi‖x−y‖

where Bi = max σ⊂G,
|σ|=|Si|,

λmax

(∑
g∈σ Ugwiw

T
i U

T
g

)
.

Hence,

‖Φ
w,S(x) − Φ

w,S(y)‖2 =
p∑

i=1

‖Φi,j(y) − Φi,j(x)‖2 ≤
p∑

i=1

Bk‖x− y‖2 ≤ B d(x, y)2.
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2.2 Lower Lipschitz bound

Before we show that a strictly positive lower Lipschitz bound exists, we will
prove some helpful geometric results.

2.2.1 Geometric Analysis of Coorbits

Fist let us introduce some additional notation. For fixed i ∈ [p], j ∈ [N ] and
x ∈ V we define the following non-empty subset of the group G:

Li,j(x) = {g ∈ G : 〈Ugwi, x〉 = Φi,j(x)}. (4)

Let also the map

∆i,j(x) =





ming /∈Li,j(x)(|〈Ugwi, x〉 − Φi,j(x)|) 1
‖wi‖

, if Li,j(x) 6= G
‖x‖
‖wi‖

, if Li,j(x) = G.
(5)

Lemma 2.4.

a. For any x ∈ V , i ∈ [p], and j ∈ [N ],

|{g ∈ G , 〈Ugwi, x〉 > Φi,j(x)}| ≤ j − 1 (6)

|{g ∈ G , 〈Ugwi, x〉 < Φi,j(x)}| ≤ N − j. (7)

b. For any x ∈ V , i ∈ [p], and j ∈ [N − 1],
(i) either Φi,j(x) = Φi,j+1(x), in which case Li,j(x) = Li,j+1(x),
or
(ii) Φi,j(x) > Φi,j+1(x), in which case Li,j(x) 6= Li,j+1(x) and

{g ∈ G , 〈Ugwi, x〉 > Φi,j+1(x)} = ∪k≤jL
i,k(x) ,

∣∣∣∪k≤jL
i,k(x)

∣∣∣ = j

and

{g ∈ G , 〈Ugwi, x〉 < Φi,j(x)} = ∪k≥j+1L
i,k(x) ,

∣∣∣∪k≥j+1L
i,k(x)

∣∣∣ = N − j.

Proof. Recall that Φi,j(x), is the j-th coordinate of the sorted in decreasing
order vector ↓{〈Ugwi, x〉}g∈G. Suppose that

|{g ∈ G , 〈Ugwi, x〉 > Φi,j(x)}| > j − 1.
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Then there are at least j, distinct elements of group G, (h1, . . . hj), such that
〈Uhk

wi, x〉 > 〈Ugwi, x〉, ∀k ∈ [j]. But this is a contradiction. Similarly, if

|{g ∈ G , 〈Ugwi, x〉 < Φi,j(x)}| > N − j

there exist at least N − j + 1, distinct elements of group G, (h1, . . . hj) such
that 〈Uhk

wi, x〉 < 〈Ugwi, x〉 ∀k ∈ [N − j + 1], which is also a contradiction.
Moreover, if Φi,j(x) = Φi,j+1(x), a group element g achieves Φi,j(x) if

and only if, also achieves Φi,j+1(x), therefore Li,j(x) = Li,j+1(x). On the
other hand, if Φi,j(x) > Φi,j+1(x) then Li,j(x) and Li,j+1(x) are disjoint sets.
Assuming otherwise, there is g ∈ Li,j(x) ∩ Li,j+1(x), but then Φi,j(x) =
〈Ugwi, x〉 = Φi,j+1(x). Now assume that

{g ∈ G , 〈Ugwi, x〉 > Φi,j+1(x)} 6= j.

Without loss of generality

{g ∈ G , 〈Ugwi, x〉 > Φi,j+1(x)} > j

so there exists at least j + 1 group elements (h1, . . . , hj+1), such that

〈Uhk
wi, x〉 > Φi,j+1, ∀k ∈ [j + 1]

but this is a contradiction. Similarly,

{g ∈ G , 〈Ugwi, x〉 < Φi,j(x)} = ∪k≥j+1L
i,k(x) ,

∣∣∣∪k≥j+1L
i,k(x)

∣∣∣ = N − j.

Note that for any w1, . . . , wp ∈ V \ {0} the subset Li,j(x) ⊂ G has the
following “nesting” property.

Lemma 2.5. For any x, y ∈ V such that ‖y‖ < 1
2
∆i,j(x), we have that

Li,j(x+ y) ⊂ Li,j(x). Furthermore,

{g ∈ G , 〈Ugwi, x〉 > Φi,j(x)} ⊂ {g ∈ G , 〈Ugwi, x+ y〉 > Φi,j(x+ y)},

{g ∈ G , 〈Ugwi, x〉 < Φi,j(x)} ⊂ {g ∈ G , 〈Ugwi, x+ y〉 < Φi,j(x+ y)},
{g ∈ G , 〈Ugwi, x+ y〉 ≥ Φi,j(x+ y)} ⊂ {g ∈ G , 〈Ugwi, x〉 ≥ Φi,j(x)}

and

{g ∈ G , 〈Ugwi, x+ y〉 ≤ Φi,j(x+ y)} ⊂ {g ∈ G , 〈Ugwi, x〉 ≤ Φi,j(x)}.
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Proof. Suppose that exists g ∈ G such that g ∈ Li,j(x + y) but g /∈ Li,j(x).
Without loss of generality assume that 〈Ugwi, x〉 < Φi,j(x). Then for every
h ∈ ∪k≤jL

i,k(x)

〈Uhwi, x+ y〉 − 〈Ugwi, x+ y〉 ≥ 〈Uhwi, x〉 − 〈Ugwi, x〉 − 2‖y‖‖wi‖ > 0.

On the other hand, 〈Ugwi, x+ y〉 = Φi,j(x+ y). Thus

∪k≤jL
i,k(x) ⊂ {h ∈ G , 〈Uhwi, x+ y〉 > Φi,j(x+ y)}.

But the set ∪k≤jL
i,k(x) contains at least j elements (since each Li,j(x) is non-

empty) and so we derived a contradiction with Lemma 2.4(a) Equation (6).

Lemma 2.6. For i ∈ [p] and j ∈ [N ], fix vectors x, y ∈ V and positive
numbers c1, c2 > 0 such that max(c1, c2)‖y‖ < 1

4
∆i,j(x). Then Li,j(x+c1y) =

Li,j(x+ c2y).

Proof.

Assume that exist g1 ∈ Li,j(x + c2y) with g1 /∈ Li,j(x + c1y). Without loss
of generality assume that 〈Ug1

wi, x+ c1y〉 < Φi,j(x + c1y). Let q > j be
the smallest integer such that g1 ∈ Li,q(x + c1y). Then Φi,q(x + c1y) =
〈Ug1

wi, x+ c1y〉 < Φi,j(x+ c1y). By Lemma 2.4 (b)(ii),

∣∣∣∪r≤jL
i,r(x+ c1y)

∣∣∣ = q − 1 ≥ j,

and g1 6∈ ∪r≤jL
i,r(x+ c1y). On the other hand, from Lemma 2.4 (a), Equa-

tion (6),

|{h ∈ G , 〈Uhwi, x+ c2y〉 > Φi,j(x+ c2y)}| ≤ j − 1

Hence

∪r≤jL
i,r(x+ c1y) \ {h ∈ G , 〈Uhwi, x+ c2y〉 > Φi,j(x+ c2y)} 6= ∅

Therefore there exists h ∈ ∪r≤jL
i,r(x+ c1y) such that

〈Uhwi, x+ c2y〉 ≤ Φi,j(x+ c2y) = 〈Ug1
wi, x+ c2y〉. (8)

On the other hand, by Lemma 2.5, g1 ∈ Li,j(x).
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But if 〈Uhwi, x〉 − 〈Ug1
wi, x〉 > 0 then

〈Uhwi, x+ c2y〉 − 〈Ug1
wi, x+ c2y〉 ≥ ‖wi‖(∆i,j(x) − 2c2‖y‖) > 0

which is a contradiction with (8). If 〈Uhwi, x〉 − 〈Ug1
wi, x〉 < 0 then

〈Ug1
wi, x+ c1y〉 − 〈Uhwi, x+ c1y〉 ≥ ‖wi‖(∆i,j(x) − 2c1‖y‖) > 0

which is a contradiction with h ∈ ∪r≤jL
i,r(x + c1y). Therefore 〈Uhwi, x〉 =

〈Ug1
wi, x〉 and thus h ∈ Li,j(x). But then

0 ≥ 〈Uhwi, x+ c2y〉 − 〈Ug1
wi, x+ c2y〉 = 〈Uhwi, c2y〉 − 〈Ug1

wi, c2y〉
= c2(〈Uhwi, y〉 − 〈Ug1

wi, y〉)

and

0 < 〈Uhwi, x+ c1y〉 − 〈Ug1
wi, x+ c1y〉 = 〈Uhwi, c1y〉 − 〈Ug1

wi, c1y〉
= c1(〈Uhwi, y〉 − 〈Ug1

wi, y〉).

Which contradict one another since c1, c2 > 0.

Lemma 2.7. For any w1, . . . , wp ∈ V \ {0} and x ∈ V , the sets Li,j(x) and
perturbation bounds ∆i,j(x) have the following properties:

1. For any t > 0, Li,j(tx) = Li,j(x).

2. For any i ∈ [p], j ∈ [N ], and t > 0, ∆i,j(tx) = t∆i,j(x).

3. For any i ∈ [p], j ∈ [N ], and x ∈ V \ {0}, ∆i,j(x) > 0.

Proof. 1.,2. For t > 0, Φi,j(tx) = tΦi,j(x), from where the claims follow from
the definitions of Li,j(x) and ∆i,j(x).

3. This claim follows from definitions of ∆i,j which is the minimum of a
finite set of positive numbers.
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Lemma 2.8. Fix wi ∈ V \ {0} and j ∈ [N ]. For any k > 1, fix z1 ∈ V of
unit norm, ‖z1‖ = 1, and choose z2, ..., zk inductively such that

‖zl+1‖ ≤ min(
1

4
∆i,j(

l∑

r=1

zr),
1

4
‖zl‖) ∀l ∈ [k − 1].

For any positive numbers a1, . . . , ak ∈
(
1 − 1

16k
∆i,j(

∑k
r=1 zr), 1 + 1

16k
∆i,j(

∑k
r=1 zr)

)

the following hold true:

1.
1

4
∆i,j(

k∑

r=1

arzr) < ∆i,j(
k∑

r=1

zr) < 4∆i,j(
k∑

r=1

arzr). (9)

2.

Li,j(
k∑

r=1

arzr) = Li,j(
k∑

r=1

zr), (10)

⋃

l≤j

Li,l(
k∑

r=1

arzr) =
⋃

l≤j

Li,l(
k∑

r=1

zr), (11)

⋃

l≥j

Li,l(
k∑

r=1

arzr) =
⋃

l≥j

Li,l(
k∑

r=1

zr). (12)

3. For every e ∈ V where ‖e‖ < 1
16

∆i,j(
∑k

r=1 zr).

Li,j(
k∑

r=1

arzr + e) = Li,j(
k∑

r=1

zr + e) (13)

Proof.
1. Case 1. Suppose Li,j(

∑k
r=1 zr) = G. From lemma 2.5 we know that

G = Li,j(
k∑

r=1

zr) ⊂ Li,j(
k−1∑

r=1

zr) ⊂ · · · ⊂ Li,j(z1).

Τherefore, Li,j(zr) = G, ∀r ∈ [k] and consequently Li,j(arzr) = G, ∀r ∈ [k].
Moreover, a1, . . . ak ∈ (7/8, 9/8). Therefore,

∆i,j(
k∑

r=1

arzr) =
1

‖wi‖
‖

k∑

r=1

arzr‖ ≤ 9

8‖wi‖

(
k∑

r=1

‖zr‖
)
<

3

2‖wi‖
‖z1‖

10



and

∆i,j(
k∑

r=1

arzr) =
1

‖wi‖
‖

k∑

r=1

arzr‖ ≤ 1

‖wi‖

(
7

8
‖z1‖ − 9

8

k∑

r=2

‖zr‖
)
>

1

2‖wi‖
‖z1‖.

Similarly,

∆i,j(
k∑

r=1

zr) =
1

‖wi‖
‖

k∑

r=1

zr‖ ≤ 1

‖wi‖

(
k∑

r=1

‖zr‖
)
<

4

3‖wi‖
‖z1‖

and

∆i,j(
k∑

r=1

zr) =
1

‖wi‖
‖

k∑

r=1

zr‖ ≤ 1

‖wi‖

(
‖z1‖ −

k∑

r=2

‖zr‖
)
>

2

3‖wi‖
‖z1‖.

So,
1

4
∆i,j(

k∑

r=1

zr) ≤ ∆i,j(
k∑

r=1

arzr) ≤ 4∆i,j(
k∑

r=1

zr).

Case 2. Now assume that Li,j(
∑k

r=1 zr) 6= G. Fix g1 ∈ G that achieves
∆i,j(

∑k
r=1 arzr), i.e.

1

‖wi‖
|〈Ug1

wi,
k∑

r=1

arzr〉 − Φi,j(
k∑

r=1

arzr)| = ∆i,j(
k∑

r=1

arzr)

and g2 ∈ Li,j(
∑k

r=1 arzr). Then,

∆i,j(
k∑

r=1

arzr) =
1

‖wi‖

∣∣∣∣∣〈Ug1
wi,

k∑

r=1

arzr〉 − 〈Ug2
wi,

k∑

r=1

arzr〉
∣∣∣∣∣

≥ 1

‖wi‖

∣∣∣∣∣〈Ug1
wi,

k∑

r=1

zr〉 − 〈Ug2
wi,

k∑

r=1

zr〉
∣∣∣∣∣−

k∑

r=1

2|1 − ar|‖zr‖

≥∆i,j(
k∑

r=1

zr) − 2
k∑

r=1

|1 − ar|‖zr‖ >
1

2
∆i,j(

k∑

r=1

zr).

11



and,

∆i,j(
k∑

r=1

arzr) =
1

‖wi‖
|〈Ug1

wi,
k∑

r=1

arzr〉 − 〈Ug2
wi,

k∑

r=1

arzr〉|

≤ 1

‖wi‖
|〈Ug1

wi,
k∑

r=1

zr〉 − 〈Ug2
wi,

k∑

r=1

zr〉| +
k∑

r=1

2|1 − ar|‖zr‖

≥∆i,j(
k∑

r=1

zr) + 2
k∑

r=1

|1 − ar|‖zr‖ ≤ 2∆i,j(
k∑

r=1

zr).

Therefore,

1

2
∆i,j(

k∑

r=1

arzr) ≤ ∆i,j(
k∑

r=1

arzr) ≤ 2∆i,j(
k∑

r=1

arzr).

2. From definition of vectors zj and positive constants aj we have that

‖
k∑

r=1

(1−ar)zr‖ ≤
k∑

r=1

|ar−1| ≤ 1

16
∆i,j(

k∑

r=1

zr) ≤ 1

4
min(∆i,j(

k∑

r=1

zr),∆
i,j(

k∑

r=1

arzr))

Apply Lemma 2.5 twice: first with x =
∑k

r=1 zr and y =
∑k

r=1(ak − 1)zr to
obtain

Li,j(
k∑

r=1

zr) ⊂ Li,j(
k∑

r=1

arzr)

and a second time with x =
∑k

r=1 arzr and y =
∑k

r=1(1 − ar)zr to obtain

Li,j(
k∑

r=1

arzr) ⊂ Li,j(
k∑

r=1

zr).

So we conclude that

Li,j(
k∑

r=1

arzr) = Li,j(
k∑

r=1

zr).

Let g1 ∈ ∪j
l=1L

i,l(
∑k

r=1 zr).
If g1 ∈ Li,j(

∑k
r=1 zr) then we just showed that g1 ∈ Li,j(

∑k
r=1 arzr).

12



If g1 /∈ Li,j(
∑k

r=1 zr) then for every h ∈ ∪l≥jL
i,lLi,l(

∑k
r=1 zr)

〈Ug1
wi,

k∑

r=1

arzr〉 − 〈Uhwi,
k∑

r=1

arzr〉 ≥ 〈Ug1
wi,

k∑

r=1

zr〉 − ‖wi‖‖
k∑

r=1

|1 − ar|zr‖

> ‖wi‖(∆i,j(
k∑

r=1

zr) − ‖
k∑

r=1

|1 − ar|zr‖) > 0

But from Lemma 2.4 |∪l≥jL
i,lLi,l(

∑k
r=1 zr)| ≥ N−j+1. So g1 ∈ ∪j

l=1L
i,l(
∑k

r=1 zr).
Therefore,

∪l≤jL
i,l(

k∑

r=1

zr) ⊂ ∪l≤jL
i,l(

k∑

r=1

arzr).

The other inclusions are obtained similarly.
3.
We prove the equality between complements:

(
Li,j(

∑k
r=1 zr + e)

)c
=
(
Li,j(

∑k
r=1 arzr + e)

)c
.

First notice that by Lemma 2.5 we have that Li,j(
∑k

r=1 zr+e) ⊂ Li,j(
∑k

r=1 zr)
and Li,j(

∑k
r=1 arzr + e) ⊂ Li,j(

∑k
r=1 arzr). From Lemma 2.8 part (2) we have

that Li,j(
∑k

r=1 zr) = Li,j(
∑k

r=1 arzr).

Take g ∈ Li,j(
∑k

r=1 zr+e) and h ∈
(
Li,j(

∑k
r=1 zr + e)

)c
. Hence 〈Ugwi,

∑k
r=1 zr + e〉 6=

〈Uhwi,
∑k

r=1 zr + e〉.
There are two cases:
Case 1. h ∈ Li,j(

∑k
r=1 zr) \ Li,j(

∑k
r=1 zr + e). Thus 〈Ugwi,

∑k
r=1 zr〉 =

〈Uhwi,
∑k

r=1 zr〉. Therefore 〈Ugwi, e〉 6= 〈Uhwi, e〉. On the other hand h ∈
Li,j(

∑k
r=1 arzr) since Li,j(

∑k
r=1 zr) = Li,j(

∑k
r=1 arzr). Hence 〈Ugwi,

∑k
r=1 arzr〉 =

〈Uhwi,
∑k

r=1 arzr〉, which implies 〈Ugwi,
∑k

r=1 arzr + e〉 6= 〈Uhwi,
∑k

r=1 arzr + e〉.
Thus h ∈

(
Li,j(

∑k
r=1 arzr + e)

)c
.

Case 2. h ∈ G \ Li,j(
∑k

r=1 zr). Thus 〈Ugwi,
∑k

r=1 zr〉 6= 〈Uhwi,
∑k

r=1 zr〉.
In this case |〈Uhwi,

∑k
r=1 zr〉 − 〈Ugwi,

∑k
r=1 zr〉| ≥ ‖wi‖∆i,j(

∑k
r=1 zr) and

∣∣∣∣∣〈Uhwi,
k∑

r=1

arzr + e〉 − 〈Ugwi,
k∑

r=1

arzr + e〉
∣∣∣∣∣ ≥

≥
∣∣∣∣∣〈Uhwi,

k∑

r=1

zr〉 − 〈Ugwi,
k∑

r=1

zr〉
∣∣∣∣∣−
∣∣∣∣∣〈Uhwi,

k∑

r=1

(ar − 1)zr + e〉
∣∣∣∣∣−
∣∣∣∣∣〈Ugwi,

k∑

r=1

(ar − 1)zr + e〉
∣∣∣∣∣ ≥

≥ ‖wi‖
[
∆i,j(

k∑

r=1

zr) − 2

(
k∑

r=1

|ar − 1|‖zr‖ + ‖e‖
)]

> 0 (∗)
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Hence again h ∈
(
Li,j(

∑k
r=1 arzr + e)

)c
.

This proves that
(
Li,j(

∑k
r=1 zr + e)

)c ⊂
(
Li,j(

∑k
r=1 arzr + e)

)c
.

The reverse inclusion is shown similarly, with ∆i,j(
∑k

r=1 zr) replaced by
∆i,j(

∑k
r=1 arzr) in (*).

2.2.2 Positivity of the Lower Lipschitz Constant

Now we prove that the lower Lipschitz bound must be positive if the embed-
ding map Φ

w,S is injective. We do so by contradiction.
The strategy is the following: Assume the lower Lipschitz constant is

zero.

• First we find a unit norm vector z1 where the local lower Lipschitz
constant vanishes.

• Next we construct inductively a sequence of non-zero vectors z2, z3, ..., zk

so that the local lower Lipschitz constant vanishes in a convex set of
the form {∑k

r=1 arzr , |ar − 1| < δ} for some δ > 0 small enough, and
where sets Li,j remain constant.

• For k = d this construction defines a non-empty open set where the
local lower Lipschitz constant vanishes and Li,j remain constants. This
allows us to construct u, v 6= 0 so that x = u +

∑d
r=1 zr and y =

v +
∑d

r=1 zr satisfy x 6∼ y and yet Φ
w,S(x) = Φ

w,S(y). This contradicts
the injectivity hypothesis.

First, we show that if the lower bound is zero then it can be achieved
locally.

Lemma 2.9. Fix w = (w1, . . . , wp) ∈ V p and S ⊂ [N ] × [p]. If the lower
Lipschitz constant of map Φw,S is zero, then there exist sequences (xn)n, (yn)n

in V such that

lim
n→∞

‖Φw,S(xn) − Φw,S(yn)‖2

d(xn, yn)2
= 0

and, additionally, satisfy the following relations:

1. (convergence) They share a common limit z1,

lim
n→∞

xn = lim
n→∞

yn = z1, (14)

with ‖z1‖ = 1;
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2. (boundedness) For all k:

‖xn‖ = 1 (15)

‖yn‖ ≤ 1 (16)

3. (alignment) For all k:

‖xn − yn‖ = min
g∈G

‖xn − Ugyn‖ (17)

‖xn − z1‖ = min
g∈G

‖xn − Ugz1‖ (18)

‖yn − z1‖ = min
g∈G

‖yn − Ugz1‖ (19)

Proof. Because the lower Lipschitz bound of map Φ
w,S is zero we have that

inf
x,y∈V
x≁y

‖Φ
w,S(x) − Φ

w,S(y)‖2

d(x, y)2
= 0.

Thus, we can find sequences (xn)n, (yn)n ∈ V such that

lim
n→∞

‖Φ
w,S(xn) − Φ

w,S(yn)‖2

d(xn, yn)2
= 0

Now, notice that for all t > 0 we have Φ
w,S(tx) = tΦ

w,S(x) and d(tx, ty) =
td(x, y). So, for every t > 0

‖Φ
w,S(xn) − Φ

w,S(yn)‖2

d(xn, yn)2
=

‖tΦ
w,S(xn) − tΦ

w,S(yn)‖2

d(txn, tyn)2
=

‖Φ
w,S(txn) − Φ

w,S(tyn)‖2

d(txn, tyn)2
.

By setting t = 1
max(‖xn‖,‖yn‖)

we can always assume that both xn and yn, lie
in the unit ball, and what is more thanks to the symmetry of the formulas
we can additionally assume that one of the sequences, say xn, lies on unit
sphere. In other words, ‖xn‖ = 1 and ‖yn‖ ≤ 1 for all n ∈ N.

Because of this, we can find a convergent subsequence (xnk
)k of (xn)n

with xnk
→ x∞. Similarly, we can find a convergent subsequence (ynkl

)l of
(ynk

)n with ynkl
→ y∞. Clearly, xnkl

→ x∞. For easiness of notation, we
denote the sequences (xnkl

)l and (ynkl
)l by (xn)n and (yn)n, respectively.

Next, suppose that x∞ ≁ y∞. Then,

‖Φ
w,S(x∞) − Φ

w,S(y∞)‖2

d(x∞, y∞)2
= lim

k→∞

‖Φ
w,S(xn) − Φ

w,S(yn)‖2

d(xn, yn)2
= 0,
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and thus, Φ
w,S(x∞) = Φ

w,S(y∞), which contradict the injectivity assumption.
Hence, x∞ ∼ y∞.

Now, let us denote by g∞ a group element such that x∞ = Ug∞
y∞. Ob-

serve that limn→∞‖xn − Ug∞
yn‖ = 0. For each n ∈ N there exists at least

one element gn ∈ G, which achieves the Euclidean distance between xn and
Ug∞

yn, i.e. satisfying d(xn, Ug∞
yn) = ‖xn−Ugkg∞

yn‖. But G is a finite group,
meaning that, as n goes to infinity, there must exist an element g0 ∈ G for
which gn = g0 for infinitely many n. Let (nm)m be the sequence of all such
indices. We see that d(xnm

, Ug∞
ynm

) = ‖xnm
− Ug0g∞

ynm
‖ for all m ∈ N.

Finally, for every m ∈ N, let gm ∈ G be a group element that achieves the
Euclidean distance between xnm

and x∞, that is

d(xnm
, x∞) = ‖Ugm

xnm
− x∞‖.

Denote Ugm
xnm

by xn and Ugmg0g∞
ynm

by yn. So far we obtained two se-
quences (xn)n and (yn)n that satisfy (14-18). Now let hn ∈ G denote a
group element so that d(yn, z1) = ‖yn − Uhn

z1‖. Since G is finite, pass to
a subsequence (again indexed by n) so that hn = h0. Therefore d(yn, z1) =
‖yn −Uh0

z1‖ ≤ ‖yk − z1‖. But limyn
= z1. Thus Uh0

z1 = z1. This shows (19)
and the lemma is now proved.

In what follows, we will denote by H(z) the stabilizer group of z; recall
that

H(z) = {g ∈ G : Ugz = z}.
For a fixed vector z we define the strictly positive number

ρ0(z) =





ming∈G\H(z)‖z − Ugz‖, if H(z) 6= G

‖z‖, if H(z) = G.

Assume N0 is large enough so that d(x1,k, z1) < 1
8
ρ0(z1) and d(x1,k, y1,k) <

1
8
ρ0(z1) for all k > N0. Then

‖y1,k − z1‖ ≤ ‖y1,k − x1,k‖ + ‖x1,k − z1‖ = d(y1,k, x1,k) + d(x1,k, z1) <
ρ0(z1)

4
.

Lemma 2.10. Assume that ‖u‖, ‖v‖ < 1
4
∆0(z1) and let x = z1 + u and

y = z1 + v. Then, the following properties hold:

1. d(x, z1) = ‖u‖ and d(y, z1) = ‖v‖,
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2. d(x, y) = ming∈H(z1)‖u− Ugv‖ = ming∈H(z1)‖Ugu− v‖, and

3. the following are equivalent:

(a) d(x, y) = ‖u− v‖,

(b) ‖u− v‖ ≤ ‖Ugu− v‖, for all g ∈ H(z1),

(c) 〈u, v〉 ≥ 〈Ugu, v〉, for all g ∈ H(z1).

Proof. 1. If u = 0 then the claim follows. If u 6= 0, then d(x, z1) =
ming∈G‖x − Ugz1‖ = ming∈G‖z1 − Ugz1 + u‖ ≤ ‖u‖. From the other
hand, suppose that minimum is achieved for a permutation g ∈ G. If
g ∈ H(z1), then d(x, z1) = ‖u‖. If g /∈ H(z1), then d(x, z1) > ‖u‖ ≤
d(x, z1), which is a contradiction.

2. Obviously d(x, z1) ≤ ming∈H(z1)‖Ugu − v‖. On the other hand, for
g ∈ G \K and h ∈ G,

‖Ugx− y‖ = ‖Ugz1 − z1 + Ugu− v‖
≥ ‖Ugz1 − z1‖ − ‖u‖ − ‖v‖
≥ ρ0(z1) − 2‖u‖ − 2‖v‖ + ‖Uhu− v‖
≥ d(x, y).

3. • (a) ⇒ (b). If d(x, y) = ‖u − v‖, then ‖u − v‖ ≤ ‖Ugx − y‖ =
‖Ugz1 − z1 + Ugu− v‖, ∀g ∈ G. For g ∈ H(z1) this reduces to (b)

• (b) ⇒ (a). Assume that ∀g ∈ H(z1), ‖u − v‖ ≤ ‖Ugu − v‖ Then
‖u − v‖ = ‖x − y‖ ≤ ‖Ugu − v‖ = ‖Ugx − y‖ For, g ∈ G \H(z1)
‖Ugx− y‖ = ‖Ugz1 − z1 + Ugu− v‖ ≥ ‖Ugz1 − z1‖ − ‖u‖ − ‖v‖ ≥
ρ0(z1) − 2‖u‖ − 2‖v‖ + ‖u − v‖ ≥ ‖u − v‖ = ‖x − y‖ Thus,
d(x, y) = ‖x− y‖ = ‖u− v‖

• (b) ⇔ (c) is immediate from definition of inner product

Remark 2.11. Applying Lemma 2.10 to two sequences (xk)k and (yk)k that
satisfy (14-17) in Lemma 2.9, it follows that d(xk, z1) = ‖xk − z1‖ and
d(yk, z1) = ‖yk − z1‖ for k large enough. Hence alignment must occur from
some rank on.
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Lemma 2.12. For fixed i ∈ [p], j ∈ Si and two sequences (xn)n, (yn)n

produced by Lemma 2.9, we denote by g1,n,i,j the group elements that achieves
Φi,j(xn) and by g2,n,i,j the group element that achieves the Φj

i,j(yn). That is
Φi,j(xn) = 〈Ug1,n,i,j

wi, xn〉 and Φi,j(yn) = 〈Ug2,n,i,j
wi, yn〉.

We can find a sequence of natural numbers (nr)r, such that, g1,nr,i,j = g1,i,j

and g2,nr,i,j = g2,i,j ∀r ∈ N, i ∈ [p], j ∈ Si.

Proof. For i = 1, j = 1 there is a subsequence (xnm
)m such that g1,1,1,nm

=
g1,1,1 for every m ∈ N. Similarly, for i = 1, j = 2 we can find a subsequence
of (xnm

)m, lets call it (xnl
)l, such that g1,1,2,nl

= g1,1,2, ∀l ∈ N. So by
induction after

∑
i∈[p]mi = m steps we construct a subsequence of (xn)n lets

call it (xnm
)m such that g1,i,j,nm

= g1,i,j for every i ∈ [p], j ∈ Si. Starting from
sequence (y1,nm

)m we repeat the same procedure concluding in a subsequence
(y1,nr

)r such that g2,i,j,nr
= g2,i,j for every r ∈ N, i ∈ [p], j ∈ Si . Notice that

sequences (xnr
)r and (ynr

)r that from now on we will call them (xn)n and
(yn)n for easiness of notation, satisfy the assumptions of lemma.

For sequences (xn)n, (yn)n and z1 defined before, let un = xn − z1 and
vn = yn − z1. Notice that

‖Φ
w,S(xn) − Φ

w,S(yn)‖2 =
p∑

i=1

∑

j∈Si

|〈Ug1,i,j
wi, xn〉 − 〈Ug2,i,j

wi, yn〉|2

=
p∑

i=1

∑

j∈Si

|〈Ug1,i,j
wi − Ug2,i,j

wi, z1〉

+〈wi, Ug−1

1,i,j
un − Ug−1

2,i,j
vn〉|2.

This sequence converge to 0, as k → ∞ while also un, vn → 0. So we conclude
that for each i ∈ [p] and j ∈ Si, 〈Ug1,i,j

wi − Ug2,i,j
wi, z1〉 = 0. So

‖Φ
w,S(xn) − Φ

w,S(yn)‖2 =
p∑

i=1

∑

j∈Si

|〈wi, Ug−1

1,i,j
un − Ug−1

2,i,j
vn〉|2.

Thus we have

lim
n→∞

∑p
i=1

∑
j∈Si

|〈wi, Ug−1

1,i,j
un − Ug−1

2,i,j
vn〉|2

‖un − vn‖2
= 0 (20)

where ‖un‖, ‖vn‖ → 0, so for large enough n we have that ‖un‖, ‖vn‖ ≤
1
4
ρ0(z1). Recall that from Lemma 2.10, we conclude that exists N0 ∈ N, such

that ‖un − vn‖ ≤ ‖Ugun − vn‖ for all g ∈ H(z1) and k ≥ N0.
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Lemma 2.13. Fix p ∈ N, w ∈ V p and S ⊂ [N ] × [p]. Let ∆ : V → R,
where ∆(x) = min(i,j)∈[p]×[N ] ∆

i,j(x), where the map ∆i,j is defined in (5).
Fix nonzero vectors z1, . . . , zk ∈ V , such that

‖z1‖ = 1, 〈zi, zj〉 = 0, ∀i, j ∈ [k], i 6= j

and

‖zl+1‖ ≤ min

(
1

4
∆(

l∑

r=1

zr),
1

4
‖zl‖

)
, ∀l ∈ [k − 1].

Assume that the local lower Lipschitz constant of Φw,S vanishes at z1 + z2 +
· · · + zk.

1. The local lower Lipschitz constant vanishes on the non-empty convex
box {∑k

r=1 arzr , |ar −1| < 1
16k

∆(
∑k

l=1 zl)} centered at z1 +z2 + · · ·+zk.

2. Assume Φw,S is injective. If k < d then there exists a nonzero vector
zk+1 such that:

(i) 〈zk+1, zj〉 = 0, ∀j ∈ [k];

(ii) ‖zk+1‖ ≤ min
(

1
4
∆(
∑k

r=1 zr),
1
4
‖zk‖

)
; and

(iii) The local lower Lipschitz constant vanishes at z1 + z2 + · · · + zk+1,
i.e. there are sequences of vectors (xn)n, (yn)n such that

lim
n→∞

xn = lim
n→∞

yn =
k+1∑

r=1

zr

and

lim
n→∞

‖Φw,S(xn) − Φw,S(yn)‖2

d(xn, yn)2
= 0.

Proof. 1. Let (xn)n, (yn)n be sequences in V such that

lim
n→∞

xn = lim
n→∞

yn =
k∑

r=1

zr

and

lim
n→∞

‖Φ
w,S(xn) − Φ

w,S(yn)‖2

d(xn, yn)2
= 0.
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Claim: For any a1, . . . , ak ∈
(
1 − 1

16k
∆(
∑k

r=1 zr), 1 + 1
16k

∆(
∑k

r=1 zr)
)

the sequences

x̃n = xn +
k∑

r=1

(ar − 1)zr

and

ỹn = yn +
k∑

r=1

(ar − 1)zr

also achieve a zero lower Lipschitz constant, i.e.

lim
n→∞

‖Φ
w,S(x̃n) − Φ

w,S(ỹn)‖2

d(x̃n, ỹn)2
= 0.

First we denote by un and vn the difference sequences xn and yn to
their common limit

∑k
r=1 zr,

un = xn −
k∑

r=1

zr = x̃n −
k∑

r=1

arzr

and

vn = yn −
k∑

r=1

zr = ỹn −
k∑

r=1

arzr.

Sequences (un)n and (vn)n converge to zero. Therefore there exists
M0 ∈ N such that ∀n ≥ M0

(a) ‖un‖ = ‖xn −∑k
r=1 zr‖ < 1

16
∆(
∑k

r=1 zr)

(b) ‖un‖ = ‖x̃n −∑k
r=1 arzr‖ < 1

16
∆(
∑k

r=1 arzr)

(c) ‖vn‖ = ‖yn −∑k
r=1 zr‖ < 1

16
∆(
∑k

r=1 zr)

(d) ‖vn‖ = ‖ỹn −∑k
r=1 arzr‖ < 1

16
∆(
∑k

r=1 arzr).

Thus from part (3) of Lemma 2.8, Lemma 2.5 and part (2) of Lemma 2.8
we have that for any n ≥ M0 and (i, j) ∈ S

Li,j(x̃n) = Li,j(xn) ⊂ Li,j(
k∑

r=1

zr) = Li,j(
k∑

r=1

arzr)

and

Li,j(ỹn) = Li,j(yn) ⊂ Li,j(
k∑

r=1

zr) = Li,j(
k∑

r=1

arzr).
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Therefore,

0 = lim
n→∞

‖Φ
w,S(xn) − Φ

w,S(yn)‖2

d(xn, yn)2
=

= lim
n→∞

∑p
i=1

∑
j∈Si

|〈wi, Ug−1

1,i,j
un − Ug−1

2,i,j
vn|2〉

‖un − v2
n‖ =

= lim
n→∞

‖Φ
w,S(x̃n) − Φ

w,S(ỹn)‖2

d(x̃n, ỹn)2
,

where
g1,i,j ∈ Li,j(xn) = Li,j(x̃n)

and
g2,i,j ∈ Li,j(yn) = Li,j(ỹn).

This proves the lower Lipschitz constant of Φ
w,S vanishes at

∑k
r=1 arzr.

2. Let two sequences (xn)n, (yn)n that both converge to
∑k

r=1 zr, and
achieve lower Lipschitz bound zero for map Φ

w,S. We align sequences
(xn)n and (yn)n to satisfy the properties of Lemma 2.9. We denote
by an = PEk

xn and bn = PEk
yn the orthogonal projections of the

sequences (xn)n and (yn)n respectively, on the linear subspace Ek =
span{z1, . . . , zk}⊥.

Claim 1: First we will show that ∃M0 such that ∀n ≥ M0, an 6= 0 or
bn 6= 0. Assuming otherwise, there are two sequences of vectors xn =∑k

r=1 cr,nzr and yn =
∑k

r=1 dr,nzr, where limn→∞ cr,n = limn→∞ dr,n =
1, ∀r ∈ [k] that achieve lower Lipschitz bound zero. Recall that from
part (2) of Lemma 2.8 we have that ∃M0 ∈ N such that ∀n ≥ M0 and
(i, j) ∈ S

Li,j(
k∑

r=1

cr,nzr) = Li,j(
k∑

r=1

dr,nzr) = Li,j(
k∑

r=1

zr).

Then, for gi,j ∈ Li,j(
∑k

r=1 zr),
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0 = lim
n→∞

‖Φ
w,S(xn) − Φ

w,S(yn)‖2

d(xn, yn)2

= lim
n→∞

∑p
i=1

∑
j∈Si

|〈Ugi,j
wi, xn − yn〉|2

d(xn, yn)2

≥ lim
n→∞

∑p
i=1

∑
j∈Si

|〈Ugi,j
wi,

∑k
r=1(cr,n − dr,n)zr〉|2

‖∑k
r=1(cr,n − dr,n)zr‖2

=
p∑

i=1

∑

j∈Si

|〈Ugi,j
wi, z̃〉|2,

where

z̃ = lim
m→∞

∑k
r=1(cr,nm

− dr,nm
)zr

‖∑k
r=1(cr,nm

− dr,nm
)zr‖

is a unit vector obtained as the limit of a convergent subsequence of the

sequence of unit vectors
∑k

r=1
(cr,n−dr,n)zr

‖
∑k

r=1
(cr,n−dr,n)zr‖

. Since the group G is finite,

we can find a positive number ǫ > 0 such that ǫ‖z̃‖ < 1
4
∆(
∑k

r=1 zr) and
∑k

r=1 zr ≁
∑k

r=1 zr + ǫz̃. In this case

Φ
w,S(

k∑

r=1

zr) = Φ
w,S(

k∑

r=1

zr + ǫz̃)

which contradict the injectivity property. This establishes Claim 1.

Now we can assume for all n ≥ M0, an = PEk
xn 6= 0 or bn = PEk

yn 6= 0.
If need be, pass to a subsequence and/or switch the definitions of xn

and yn, so that ‖bn‖ ≥ ‖an‖ for all n. In doing so we no longer claim
the normalization (15). Nevertheless, both ‖xn‖, ‖yn‖ ≤ 1.

Let cr,n, dr,n be the unique coefficients determined by xn =
∑k

r=1 cr,nzr+
an, yn =

∑k
r=1 dr,nzr + bn. Note limn→∞ cr,n = limn→∞ dr,n = 1.

Let en =
∑k

r=1(dr,n − cr,n)zr + bn and

sn =
min

(
‖zk‖,∆(

∑k
r=1 zr), ρ0(

∑k
r=1 zr)

)

16‖en‖ .

Note ‖en‖ ≥ ‖bn‖ ≥ ‖an‖ for all n.
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Claim 2: Sequences x̃n =
∑k

r=1 zr + snan and ỹn =
∑k

r=1 zr + snen

achieve also the lower Lipschitz constant zero at
∑k

r=1 zk.

Note that max(‖snan‖, ‖snen‖) ≤ 1
16

. Pass to subsequences of (an)n

and (en)n so that both limn→∞ snan and limn→∞ snen converge. Let
α = limn→∞ snan and δ = limn→∞ snen. Notice δ 6= 0.

The limits

lim
n→∞

cr,n = lim
n→∞

dr,n = 1, ∀r ∈ [k] and lim
n→∞

an = lim
n→∞

en = 0

imply that ∃m0 ∈ N such that ∀n ≥ m0, and ∀r ∈ [k]

(a) |1 − cr,n| < 1
16k

∆(
∑k

r=1 zr)

(b) |1 − dr,n| < 1
16k

∆(
∑k

r=1 zr)

(c) |cr,n − dr,n| < 1
16k

∆(
∑k

r=1 zr)

(d) ‖an‖ < 1
16k

∆(
∑k

r=1 zr)

(e) ‖en‖ < 1
16k

∆(
∑k

r=1 zr)

From Lemma 2.8 part (1),

∆(
k∑

r=1

cr,nzr) ≥ 1

4
∆(

k∑

r=1

zr).

Also

max(‖an‖, ‖snan‖) <
1

16
∆(

k∑

r=1

zr) ≤ 1

4
∆(

k∑

r=1

cr,nzr)

and

max(‖en‖, ‖snen‖) <
1

16
∆(

k∑

r=1

zr) ≤ 1

4
∆(

k∑

r=1

dr,nzr)

So, for any (i, j) ∈ S

Li,j(xn) = Li,j(
k∑

r=1

cr,nzr + an) = Li,j(
k∑

r=1

zr + an)

= Li,j(
k∑

r=1

zr + snan) = Li,j(x̃n) ⊂ Li,j(
k∑

r=1

zr) = Li,j(
k∑

r=1

cr,nzr).
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Where the second equality comes from Lemma 2.8 part 3, third equal-
ity from Lemma 2.6 the fifth inclusion from Lemma 2.5, and the last
equality from Lemma 2.8 part 2.

Similarly,

Li,j(yn) = Li,j(
k∑

r=1

dr,nzr + bn) = Li,j(
k∑

r=1

(1 + dr,n − cr,n)zr + bn)

= Li,j(
k∑

r=1

zr + en) = Li,j(
k∑

r=1

zr + snen) = Li,j(ỹn) ⊂ Li,j(
k∑

r=1

zr) = Li,j(
k∑

r=1

cr,nzr).

Therefore,

0 = lim
n→∞

‖Φ
w,S(xn) − Φ

w,S(yn)‖2

d(xn, yn)2
=

= lim
n→∞

∑p
i=1

∑
j∈Si

〈wi, Ug−1

1,i,j
an − Ug−1

2,i,j
en〉2

‖an − en‖2

= lim
n→∞

∑p
i=1

∑
j∈Si

〈wi, Ug−1

1,i,j
snan − Ug−1

2,i,j
sne

2
n〉

‖snan − snen‖2

= lim
n→∞

‖Φ
w,S(x̃n) − Φ

w,S(ỹn)‖2

d(x̃n, ỹn)2
.

where
g1,i,j ∈ Li,j(xn) and g2,i,j ∈ Li,j(yn)

are chosen independent of n by possibly passing to subsequences since
G is finite. So,

Φ
w,S(

k∑

r=1

zr + α) − Φ
w,S(

k∑

r=1

zr + δ) = 0.

Since Φ
w,S is injective,

k∑

r=1

zr + a ∼
k∑

r=1

zr + δ

Let g1 ∈ G denote a group element that achieves this equivalence, i.e.

k∑

r=1

zr + α = Ug1
(

k∑

r=1

zr + δ)

24



Note that g1 ∈ H(
∑k

r=1 zr) because otherwise

0 = ‖
k∑

r=1

zr + α − Ug1
(

k∑

r=1

zr) + Ug1
δ)‖ = ‖

k∑

r=1

zr + α− Ug1
(

k∑

r=1

zr) + Ug1
δ)‖

≥ ‖
k∑

r=1

zr − Ug1
(

k∑

r=1

zr)‖ − ‖α− Ug1
δ‖ ≥ ρ0(

k∑

r=1

zr) − ‖α‖ − ‖δ‖ > 0

The last inequality comes from the fact that ‖α‖ < 1
4
ρ0(
∑k

r=1 zr), and

‖δ‖ < 1
4
ρ0(
∑k

r=1 zr).

Additionally, α = Ug1
δ because

0 = ‖
k∑

r=1

zr + a− Ug1
(

k∑

r=1

zr) + Ug1
δ)‖ = ‖a− Ug1

δ‖.

Claim 3: The two vectors α and δ are equal, α = δ.

We prove this claim by contradiction. Assume that α 6= δ. From
Lemma 2.10, ∃M0 ∈ N such that ∀n ≥ M0

‖snan − snen‖ ≤ ‖snan − snUg1
en‖.

Therefore,

0 < ‖a− δ‖ = lim
n→∞

‖snan − snen‖ ≤ lim
n→∞

‖snan − snUg1
en‖ = 0.

We conclude that α = δ 6= 0.

Set zk+1 = α = δ. Together with sequences x̃n and ỹn, they satisfy the
assertions of part 2 of this Lemma.

Remark 2.14. Our construction produces zk+1 that has norm equal to
1
16

min
(
‖zk‖,∆(

∑k
r=1 zr), ρ0(

∑k
r=1 zr)

)
.

Now we can complete the proof of Theorem 2.1.

Proof of Theorem 2.1. Starting from vector z1 and the sequences (xn)n,
(yn)n observed in Lemma 2.3 after d− 1 steps of algorithmic construction of
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part (2) of Lemma 2.13 we get d non-zero vectors {z1, . . . , zd} and a pair of
sequences (x̃n)n, (ỹn)n such that

(i) 〈zi, zj〉 = 0, ∀i, j ∈ [d], i 6= j;
(ii) ‖zk+1‖ ≤ min(1

4
∆(
∑k

r=1 zr),
1
4
‖zk‖), ∀k ∈ [d− 1]; and

(iii) limn→∞ x̃n = limn→∞ ỹn =
∑d

r=1 zr and

lim
n→∞

‖Φ
w,S(x̃n) − Φ

w,S(ỹn)‖2

d(x̃n, ỹn)2
= 0.

Let x̃n =
∑d

r=1 lr,nzr and ỹn =
∑d

r=1 tr,nzr. Notice that limn→∞ lr,n =
limn→∞ tr,n = 1, ∀r ∈ [d].

Recall that from part (2) of Lemma 2.8 we have that ∃M0 ∈ N such that
∀n ≥ M0 and (i, j) ∈ S

Li,j(
d∑

r=1

lr,nzr) = Li,j(
d∑

r=1

tr,nzr) = Li,j(
d∑

r=1

zr).

Then, for gi,j ∈ Li,j(
∑d

r=1 zr),

0 = lim
n→∞

‖Φ
w,S(xn) − Φ

w,S(yn)‖2

d(xn, yn)2

= lim
n→∞

∑p
i=1

∑
j∈Si

|〈Ugi,j
wi, xn − yn〉|2

d(xn, yn)2

≥ lim
n→∞

∑p
i=1

∑
j∈Si

|〈Ugi,j
wi,

∑k
r=1(lr,n − tr,n)zr〉|2

‖∑d
r=1(lr,n − tr,n)zr‖2

=
p∑

i=1

∑

j∈Si

|〈Ugi,j
wi, z̃〉|2,

where

z̃ = lim
m→∞

∑d
r=1(lr,nm

− dr,nm
)zr

‖∑d
r=1(lr,nm

− tr,nm
)zr‖

is a unit vector obtained as the limit of a convergent subsequence of the

sequence of unit vectors
∑d

r=1
(lr,n−tr,n)zr

‖
∑d

r=1
(lr,n−tr,n)zr‖

. Since the group G is finite, we can

find a positive number ǫ > 0 such that ǫ‖z̃‖ < 1
4
∆(
∑d

r=1 zr) and
∑d

r=1 zr ≁
∑d

r=1 zr + ǫz̃. In this case

Φ
w,S(

d∑

r=1

zr) = Φ
w,S(

d∑

r=1

zr + ǫz̃)
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which contradict the injectivity property. Theorem 2.1 is now proved.

3 Dimension reduction using linear projec-

tions

Note that the vector Φ
w,S can have more than 2d entries. In this section

we show that, no matter how big the dimension m of the target space of
an injective embedding Φ

w,S is, a generic linear projection of Φ
w,S onto a

linear space of dimension twice the dimension of the data space, preserves
injectivity (similar to [7]).

Theorem 3.1. Let G be a finite group of order N acting unitarily on V and
w ∈ V p, S ⊂ [N ] × [p] so that Φw,S : V → R

m is injective on the quotient

space V̂ . Then for a generic linear transformation ℓ : Rm → R
2d, the map

Ψw,S,ℓ = ℓ◦Φw,S is also injective. Here generic means open dense with respect
to Zariski topology over the set of matrices.

Let D : V × V → R
m be the map D(x, y) = Φ

w,S(x) − Φ
w,S(y). Its

range E is defined by E = Ran(D) = {Φ
w,S(x) − Φ

w,S(y) : x, y ∈ V } =
Ran(Φ

w,S) − Ran(Φ
w,S).

Let g1, . . . , gN be an enumeration of the elements of the group G and
define λi,j(x) : V → R where, λi,j(x) = 〈Ugi

wj, x〉. Notice that λi,j is a linear
map (unlike Φi,j) and also that

Φ
w,S(x) − Φ

w,S(y) =[λ1,π1(1)(x) − λ1,πp+1(1)(y), . . . , λ1,π1(m1)(x) − λ1,πp+1(m1)(y),

. . . , λp,πp(1)(x) − λp,π2p(1)(y), . . . , λp,πp(mp)(x) − λp,π2p(mp)(y)]

for some π1, ..., π2p ∈ SN that depend on x and y. Let mj = |Sj | = {i ∈
[N ] , (i, j) ∈ S}| so that m1 + · · · +mp = m.

Now, fix permutations π1, . . . , π2p ∈ SN and let Lπ1,...,π2p
: V × V → R

m

denote the linear maps

Lπ1,...,π2p
(x, y) =[λ1,π1(1)(x) − λ1,πp+1(1)(y), . . . , λ1,π1(m1)(x) − λ1,πp+1(m1)(y),

. . . , λp,πp(1)(x) − λp,π2p(1)(y), . . . , λp,πp(mp)(x) − λp,π2p(mp)(y)]

Also, define
F = ∪π1,...,π2p∈SN

Ran(Lπ1,...π2p
).
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Notice that F is a finite union of linear subspaces and E ⊂ F . For fixed
π1, . . . π2p the map (x, y) 7→ Lπ1,...,π2p

(x, y) is linear in (x, y) and from the
rank-nullity Theorem we have

dim(Ran(Lπ1,...π2p
)) ≤ 2d.

Lemma 3.2. Assume r, s,M are non-negative integers so that r + s ≤ M .
For any finite collection {Fa : a ∈ [T ]}, of linear subspaces of dimension at
most s, a generic r-dimensional linear subspace K of RM , satisfies K∩Fa =
{0}, ∀a ∈ [T ]. Here generic means open and dense with respect to Zarisky
topology.

Proof. Let {v1, . . . vr} be a spanning set for K, and {w1,a . . . wM−r,a} be a
linearly independent set of vectors such that Fa ⊂ span{w1,a, . . . , wM−r,a}.
Then, span{v1, . . . , vr}∩ span{w1,a, . . . , wM−r,a} = {0} if, and only if, the set
{v1, . . . , vr, w1,a, . . . , wM−r,a} is linearly independent. Define Ra(v1, . . . vr) =
det[v1| . . . vr|w1,a| . . . wM−r,a], and note that Ra(v1, . . . vr) is a polynomial in
variables v1(1), . . . , v1(M), . . . vr(1), . . . , vr(M). Hence,

K ∩ Fa = {0}, ∀a ∈ [N ] ⇐⇒ Ra(v1, . . . vr) 6= 0, ∀ a ∈ [N ]

⇐⇒
N∏

a=1

Ra(v1, . . . , vr) 6= 0.

We conclude that

U =

{
(v1, . . . , vr) :

N∏

a=1

Ra(v1, . . . , vr) 6= 0

}

is an open set with respect to Zariski topology. In order to show that U is
generic we have to find a set {v1, . . . , vr} such that

∏
a Ra(v1, . . . , vr) 6= 0.

Let Wa = span{w1,a, . . . , wM−r,a}. Notice that span(w1,a, . . . , wM−r,a}
are linear subspaces of RM each of dimension M − r. If r ≥ 1, each Wa is
a proper subspace of RM . For a generic v1 6= 0, v1 /∈ ∪N

a=1Wa, and replace
Wa with W 1

a = span(Wa, {v1}). Notice that dim(W 1
a ) = dim(Wa) + 1. If

dim(W 1
a ) < M , repeat this process and obtain v2, . . . , vr until dim(W r

a ) = M .
The procedure produces a set of vectors (v1, . . . , vr) that satisfy the condition∏

a Ra(v1, . . . , vr) 6= 0. This ends the proof of Lemma 3.2.

Now we apply this lemma to derive the following corollary for our setup:
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Corollary 3.3. Let Lπ1,...,π2p
: V × V → R

m be the (N !)2p linear maps
introduced before. Then for a generic ℓ : Rm → R

2d,

ker(ℓ)
⋂

∪π1,...,π2p∈SN
Ran(Lπ1,...,π2p

) = {0}

Proof. If m ≤ 2d then the conclusion is satisfied for any full-rank ℓ. Therefore
assume m > 2d. A generic linear map ℓ : R

m → R
2d is full-rank. Hence

dim(Ran(ℓ)) = m, and thus dim(ker(ℓ)) = m− 2d. On the other hand, for a
generic linear map ℓ Lemma 3.2 implies

ker(ℓ) ∩ Ran(Lπ1,...π2p
) = {0}

for every π1, . . . , π2p ∈ SN .

Now we can prove Theorem 3.1.

Proof of Theorem 3.1. Corollary 3.3 shows that, a generic linear map ℓ :
R

m → R
2d satisfies ker(ℓ) ∩ Ran(D) = {0}. Thus, if x, y ∈ V so that

Ψ
w,S,ℓ(x) = Ψ

w,S,ℓ(y) then ℓ(D(x, y)) = 0. Therefore D(x, y) = 0. Since
Φ

w,S is injective it follows x ∼ y. Thus, Ψ
w,S,ℓ = ℓ ◦ Φ

w,S is injective on the
quotient space.

The next result establishes the bi-Lipschitz property of the map Ψ
w,S,ℓ.

Theorem 3.4. Let S ⊂ [N ]× [p] and w ∈ V p. Suppose that Φw,S : V → R
m

defined in (2) is injective on the quotient space V̂ . Then, for a generic linear
map ℓ : Rm → R

2d, the map Ψw,S,ℓ = ℓ ◦ Φw,S is injective and bi-Lipschitz.
Here generic means open dense with respect to Zariski topology over the set
of matrices.

The Lipschitz property of Ψ
w,S,ℓ is trivial since a composition of Lipschitz

maps is Lipschitz and we establish that Φ
w,S,ℓ is Lipschitz. The non-trivial

part is to show the lower bound. To do so we need the following lemma.

Lemma 3.5. Let {Fa}T
a=1 be a finite collection of r-dimensional subspaces

of R
M , and ℓ : R

M → R
m be a full-rank linear transformation with M ≥

m. Let Qa denote the orthogonal projection onto the linear space Fa and
Qℓ the orthogonal projection onto ker ℓ. Let ca,ℓ = (1 − ‖QaQℓ‖2)1/2, and
cℓ = mina∈[T ] ca,ℓ. Set F = ∪T

a=1Fa. Suppose that ker(ℓ) ∩ F = {0}. Then

inf
x∈F

‖x‖=1

‖ℓ(x)‖ ≥ cℓσm(ℓ), (21)
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where σm(ℓ) is the smallest strictly positive singular value of ℓ (it is the mth

singular value).

Proof. Notice that for each a ∈ [T ], the unit sphere of Fa is a compact set.
Thus

inf
x∈F

‖x‖=1

‖ℓ(x)‖ = min
x∈F

‖x‖=1

‖ℓ(x)‖ = ‖ℓ(y∞)‖

for some y∞ ∈ Fa∩S1(RM). Let y∞ =
∑M

k=1 ckuk, where uj are the normalized
right singular vectors of ℓ sorted by singular values σ1 ≥ σ2 ≥ · · · ≥ σm ≥
σm+1 = · · · = σM = 0. Notice that

∑M
k=1 c

2
k = 1 and

∑m
k=1 c

2
k = 1−‖Qℓy∞‖2 ≥

1 − ‖QaQℓ‖2 ≥ c2
ℓ . Thus

‖ℓ(y∞)‖2 = ‖
M∑

k=1

ckℓ(uk)‖2 = ‖
m∑

k=1

ckℓ(uk)‖2

=
m∑

k=1

c2
kσ

2
k ≥ c2

a,ℓσm(ℓ)2 ≥ c2
ℓσm(ℓ)2

which proves this Lemma.

Proof Theorem 3.4. Assume without loss of generality thatm ≥ 2d. From
Theorem 3.1 we have that, if Φ

w,S is injective then for a generic linear map
ℓ : Rm → R

2d the map Ψ
w,S,ℓ = ℓ ◦ Φ

w,S is injective.
From Theorem 2.1 we have that, if the map Φ

w,S is injective then it is
also bi-Lipschitz. Let a ≤ b denote its bi-Lipschitz constants.

Compositions of two Lipschitz maps is Lipschitz, hence Ψ
w,S,ℓ is Lipschitz.

Furthermore, an upper Lipschitz constant of Ψ
w,S,ℓ is ‖ℓ‖b, where ‖ℓ‖ = σ1(ℓ)

is the largest singular value of ℓ.
Finally from Corollary 3.3 and Lemma 3.5 we have that for a generic

linear map ℓ, for all x, y ∈ V ,

‖Ψ
w,S,ℓ(x)−Ψ

w,S,ℓ(y)‖ = ‖ℓ(D(x, y))‖ ≥ cℓσ2d(ℓ)‖D(x, y)‖ ≥ cℓσ2d(ℓ)ad(x, y)

where a is the lower Lipschitz constant of Φ
w,S. Therefore the map Ψ

w,S,ℓ is
bi-Lipschitz with a lower Lipschitz constant cℓσ2d(ℓ)a.

Remark 3.6. We did prove that any linear map ℓ : Rm → R
2d so that Ψw,S,ℓ

is injective makes Ψw,S,ℓ bi-Lipschitz. It remains an open question whether
for any such nonlinear embedding Ψw,S,ℓ if it is injective it is automatically
bi-Lipschitz. In general, if the map f : X → Y is bi-Lipschitz and the linear
map ℓ : Y → R

q is so that ℓ◦f is injective, then ℓ◦f may not be bi-Lipschitz.
Example: f : R → R

2, f(t) = (t, t3), ℓ : R2 → R, ℓ(x, y) = y.
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